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Introduction
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What is a “topic”?
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Consider a document as a mixture of topics

Topic θ1: [government 0.3, response 0.2, ...]
Topic θ2: [city 0.2, new 0.1, orleans 0.05, ...]
...
Topic θk : [donate 0.1, relief 0.05, help 0.02, ...]
Background θ0: [is 0.05, the 0.04, 1 0.03, ...]

How can we discover θ0, · · · , θk
Many applications would be enabled by discovering such topics

summarize themes, retrieve documents, segment documents, etc
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Basic ideas of topic models

A topic is a multinomial distribution over words

A document is a mixture of topics (How a document is
“generated”?)

sampling topics from a prior
sampling a word at a time from the distribution given the topic

Topic modeling

Fitting the topic model to the text
Answering topic-related questions by computing various kinds of
posterior distributions, e.g., p(topic |time), p(sentiment|topic)
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Topic modeling: An example with 1 topic + 1
“background”
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Topic modeling: An example with 1 topic + 1
“background”
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How to estimate topic-word distributions θ?

But, we can make a guess!
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We guess the topic assignments

Assignment a hidden variable zi ∈ {1(background), 0(topic)}

Initialization: p(w |θ) is set randomly

EM iteration
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An example of EM algorithm
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Models

Probabilistic Latent Semantic Analysis
(pLSA)

Latent Dirichlet Allocation (LDA)

Correlation Explanation (CorEx) (not
covered in this course)
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Generalize to k ≥ 2 topics
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pLSA

T. Hofmann, Probabilistic latent semantic indexing, 1999

Topic: a multinomial distribution over words

Document

a mixture of k topics
mixing weights reflect the topic coverage

Topic modeling

word distribution under topic: p(w |θ)
topic coverage: p(π|d)
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EM for estimating multiple topics
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Model parameter estimation

E-step: word w in doc d is generated
from topic j

p(zd,w = j) =
π
(n)
d,j p

(n)(w |θj)∑k
j′=1 π

(n)
d,j′p

(n)(w |θj′)
from background

p(zd,w = B) =
λBp(w |θB)

λBp(w |θB) + (1− λB)
∑k

j=1 π
(n)
d,j p

(n)(w |θj)

M-step: re-estimate
mixing weights

π
(n+1)
d,j =

∑
w∈V c(w , d)(1− p(zd,w = B))p(zd,w = j)∑

j′
∑

w∈V c(w , d)(1− p(zd,w = B))p(zd,w = j ′)

word-topic distribution

p(n+1)(w |θj) =

∑
d∈C c(w , d)(1− p(zd,w = B))p(zd,w = j)∑

w ′∈V

∑
d∈C c(w ′, d)(1− p(zd,w ′ = B))p(zd,w ′ = j)
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How the algorithm works?
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Sample pLSA topics from TDT corpus
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pLSA with prior knowledge

What if we have some domain knowledge in mind

we want to see topics such as “battery” and “memory” for opinions
about a laptop
we want words like “aple” and “orange” co-occur in a topic
one topic should be fixed to model background words

We can easily incorporate such knowledge as priors of pLSA model
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Deficiency of pLSA

Not a fully generative mdoel

can’t compute probability of a new document
heuristic wordaround is possible

Many parameters to estimate, high complexity of mdoels

many local maxima
prone to overfitting
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LDA

Make pLSA a fully generative model by imposing Dirichlet priors

Dirichlet priors over p(π|d)
Dirichlet priors over p(w |θ)
a Bayesian version of pLSA

Provide mechanism to deal with new documents

flexible to model many other observations in a document
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LDA = pLSA with Dirichlet priors
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pLSA v.s. LDA

pLSA

pd(w |{θj}, {πd,j}) =
k∑

j=1

πd,jp(w |θj)

log p(d |{θj}, {πd,j}) =
∑
w∈V

c(w , d) log[
k∑

j=1

πd,jp(w |θj)]

log p(C |{θj}, {πd,j}) =
∑
d∈C

log p(d |{θj}, {πd,j})

LDA

pd(w |{θj}, {πd,j}) =
k∑

j=1

πd,jp(w |θj)

log p(d |{θj},α) =

∫ ∑
w∈V

c(w , d) log[
k∑

j=1

πd,jp(w |θj)]p(πd |α)dπd

log p(C |α,β) =

∫ ∑
d∈C

log p(d |{θj},α)
k∏

j=1

p(θj |β)dθ1 · · · dθk
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LDA as a graphical model

Most approximate inference algoritms aim to infer p(zi |w ,α,β) from
which other interesting variables can be easily computed
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Approximate inferences for LDA

Deterministic approximation

variational inference
expectation propagation

Markov chain Monte Carlo

full Gibbs sampler
collapsed Gibbs sampler: most efficient and popular, but can only work
with conjugate prior
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Topics learned by LDA
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Topic assignments in document
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How to use the topics?

document classification

a new type of feature
representation

Collaborative filtering

a new type of user profile
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Supervised topic model

A generative model for classification

topic generates both words and labels
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sentiment polarity of topics
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Dynamic topic model

Capture the evolving topics over time
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Dynamic topic model

Evolution of topics
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Summary

Topic models are a new family of document modeling approaches,
especially useful for

discovering latent topics in text
analyzing latent structures and patterns of topics
extensible for joint modeling and analysis of text and associated
non-textual data

pLSA and LDA are two basic topic models (more variants or models)
that tend to function similarly, with LDA better as a generative
model
However, all topic models suffer from the problem of multiple local
maxima

make it hard and impossible to reproduce research results
make it hard and impossible to interpret results in real applications

Complex models can’t scale up to handle large amounts of text data
collapsed Gibbs sampling is efficient, but only working for conjugate
priors
parallel alorithms are promising
...
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The End
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